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The urban heat island is considered as one of the most important climate change phenomena
in urban areas, which can result in remarkable negative effects on flora, concentration of
pollutants, air quality, energy and water consumption, human health, ecological and eco-
nomic impacts, and even on global warming. The variation analysis of the surface urban heat
island intensity (SUHII) is important for understanding the effect of urbanization and urban
planning. The objective of this study was to present a new strategy based on the Shannon’s
entropy and Pearson chi-square statistic to investigate the spatial and temporal variations of
the SUHIL In this study, Landsat TM, ETM+, OLI and TIRS images, MODIS products,
meteorological data, topographic and population maps of the Babol city, Iran, from 1985 to
2017, and air temperature data recorded by ground recorder devices in 2017 were used. First,
Single-Channel algorithm was used to estimate land surface temperature (LST), and the
maximum likelihood classifier was employed to classify Landsat images. Then, based on
LST maps, surface urban heat island ratio index was employed to calculate the SUHII.
Further, several statistical methods, such as the degree-of-freedom, degree-of-sprawl and
degree-of-goodness, were used to analyse the SUHII variation along different geographic
directions and in various time periods. Finally, correlation between various parameters such
as air temperature, SUHII, population variation and degree-of-goodness index values were
investigated. The results indicated that the SUHII value increased by 24% in Babol over
different time periods. The correlation coefficient yielded 0.82 between the values of the
difference between the mean air temperature of the urban and suburbs and the SUHII values
for the geographic directions. Furthermore, the correlation coefficient between the popula-
tion variation and the degree-of-goodness index values reached 0.8. The results suggested
that the SUHII variation of Babol city had a high degree-of-freedom, high degree-of-sprawl
and negative degree-of-goodness.

Keywords: Landsat imagery; surface urban heat island; spatio-temporal variations;
statistical analysis; Babol city

1. Introduction

More than half of the world’s population are living in cities (Shen et al. 2016), and some
studies suggest that the percentage of urban population in total population will reach to
75% by 2050 (Sun and Zhao 2018). High-rate urbanization leads to increasing change of

*Corresponding author. Majid Kiavarz Email: kiavarzmajid@ut.ac.ir
This article has been republished with minor changes. These changes do not impact the academic
content of the article.

© 2018 Informa UK Limited, trading as Taylor & Francis Group


http://orcid.org/0000-0002-2498-0934
http://orcid.org/0000-0002-3060-9162
http://orcid.org/0000-0002-4272-2859
http://www.tandfonline.com
http://crossmark.crossref.org/dialog/?doi=10.1080/15481603.2018.1548080&domain=pdf

GlIScience & Remote Sensing 577

natural environments to human-made surfaces, which can alter the thermal properties of
surfaces, urban energy balance, microclimate, moisture available in cities, and air quality
(Rizwan, Dennis, and Chunho 2008; Firozjaei et al. 2018a; Ezimand, Kakroodi, and
Kiavarz 2018). Recent studies show that the overall CO, level has increased by 31% in
a couple of centuries ago. Furthermore, the mean temperature has increased 0.8-degree
Celsius in the past century (Firozjaei et al. 2018b). One of the major environmental
outcomes of urbanization is the urban heat island (UHI) (Firozjaei et al. 2018a). It refers
to the phenomenon of high urban atmospheric and surface temperatures compared to the
suburban or rural areas (Voogt and Oke 2003; Yuan and Bauer 2007; Firozjaei et al.
2018a). In 1833, Luke Howard defined the concept of urban heat island for the first time
(Howard 1833). Since then, numerous studies have been conducted on the UHI (Yuan and
Bauer 2007; Imhoff et al. 2010; Schwarz, Lautenbach, and Seppelt 2011; Quan et al.
2014; Huang et al. 2016; Zhou, Rybski, and Kropp 2017). From the middle of the
twentieth century, the phenomenon of UHI has grown dramatically in large cities
(Akbari, Pomerantz, and Taha 2001; Stone 2008); with the development of urbanization,
temperature changes have increased in various urban areas (Georgescu et al. 2011; Quan
et al. 2014; Shen et al. 2016; Huang et al. 2016). The UHI has a serious impact on urban
flora (Knapp et al. 2010), climate (Parker 2010; Mackey, Lee, and Smith 2012), concen-
tration of pollutants (Santamouris 2015), air quality (Lo and Quattrochi 2003; Grimm
et al. 2008), energy and water consumption (Guhathakurta and Gober 2007; Rizwan,
Dennis, and Chunho 2008), human health (Tan et al. 2010), heat-related deaths
(Changnon, Kunkel, and Reinke 1996; Ho, Knudby, and Huang 2014), human thermal
comfort (Lafortezza et al. 2009; Tan et al. 2010; Steeneveld et al. 2011), environmental
and economic impacts (Rizwan, Dennis, and Chunho 2008), and global warming (Li et al.
2016); thus, it can have a massive effect on the quality of urban life (Shen et al. 2016).

UHIs manifest themselves in different forms in a city and its rural hinterlands,
including: (1) canopy layer heat island (CLHI); (2) boundary layer heat island (BLHI);
and (3) surface urban heat island (SUHI). While the urban boundary layer is located above
the canopy layer, the urban canopy layer is roughly stretching upwards from the surface to
mean building height (Voogt and Oke 2003). Since CLHI and BLHI explain the warming
of the urban atmosphere, they are referred to as atmospheric heat islands, while the
relative warmth of urban surfaces in comparison with surrounding rural areas is the
feature of SUHI. In the stated comparison it is clear that atmospheric UHIs are larger at
night, while surface UHIs are larger at day (Roth, Oke, and Emery 1989). Atmospheric
heat islands are typically measured by in situ sensors of air temperature through weather
station networks or mobile transverses, while SUHI is regularly described by land surface
temperature (LST) that is acquired through airborne or satellite thermal infrared data,
which provisions a synoptic and repeated way of studying the effect of SUHI at various
spatial and temporal scales. Although thermal data are recorded frequently by synoptic
stations, these data lack a suitable spatial resolution (Firozjaei et al. 2018a). Study of the
SUHI using remote sensing data is useful for analyzing spatial and temporal variability of
UHI (Liu and Zhang 2011; Firozjaei et al. 2018a). Thus, remote sensing has become
a practical tool for SUHI studies in recent decades (Cao et al. 2008; Deng and Wu 2013;
Li et al. 2016; Zhou, Rybski, and Kropp 2017; Firozjaei et al. 2018a).

In the SUHI studies, the spatial and temporal variability of SUHI is one of the most
important issues. Many indicators have also been developed to quantify the variations, such
as the use of difference between urban and rural mean temperatures, magnitude, extent, and
thermodynamic landscape index (Tran et al. 2006; Imhoff et al. 2010; Zhou et al. 2011;
Schwarz, Lautenbach, and Seppelt 2011). Moreover, several other indicators have been
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extended, including: the variety urban—water (Chen et al. 2006), the hot island area (Zhang
and Wang 2008), the fitted three-dimensional Gaussian properties (Streutker 2002), and the
LST magnitude (Rajasekar and Weng 2009). Some of remote sensing indicators do not use
the urban and rural priori concepts. It should be noted that the use of various sensors to study
the SUHI variations led to different spatial resolutions for thermal emission. In sum,
previous studies have used different indicators, seasons and time of day for assessing the
surface UHI (Weng 2009). A comparison analysis of SUHI is more complicated as different
spatial extents of studies are considered. A review of previous studies shows that much
effort has not been made to develop simple statistical models that can be applied to long-
term remote sensing image data to analyze the spatial and temporal variations of SUHI
(Schwarz, Lautenbach, and Seppelt 2011; Quan et al. 2014; Firozjaei et al. 2018a).

Pearson’s chi-square statistics (Almeida et al. 2005; Bonham-Carter 2014) and
Shannon’s entropy index have been used to determine the built-up expansion/sprawl
(Lata et al. 2001; Li and Yeh 2004; Kumar, Pathan, and Bhanderi 2007) in previous studies.
The earlier studies used chi-square and entropy for determining the overall freedom of built-
up expansion pattern. Almeida et al. (2005) and Yeh and Li (2001) used different forms of
entropy to analyse spatial restructuring of land use patterns. Also, entropy index was used to
determine the built-up sprawl pattern (Yeh and Li 2001; Sudhira, Ramachandra, and
Jagadish 2004; Almeida et al. 2005; Kumar, Pathan, and Bhanderi 2007). These indices
were basically employed to analyse urban form with respect to built-up land. The present
study explored how the chi-square and entropy indices could be used as a measure to
analyse the SUHI variations. Additionally, degree-of-goodness was also proposed to com-
bine the chi-square and entropy as they were determined in different scales and analysed the
variations from different aspects. Degree-of-goodness index represents the degree of reg-
ularity and homogeneity of the variations of a parameter in spatial and temporal dimensions.
If the value of this index is positive, the degree of regularity and homogeneity of the
variations are high and appropriate (Bhatta, Saraswati, and Bandyopadhyay 2010).

Specifically, the objectives of this research were: (1) introducing a new strategy of
study through Pearson’s chi-square and Shannon’s entropy in order to assess the degree-of
-freedom and degree-of-sprawl in urban LST classes and SUHI, and (2) developing a new
index, degree-of-goodness, that merged the two preceding ones into a single measure to
investigate spatial and temporal variation of the SUHII simultaneously.

2. Study area

The city of Babol, Iran, is located in the Northern part of Iran. Geographically, it lies from
52°37'16" to 52°43'02"” E longitude and from 36°30'49" to 36°35'1” N latitude, with the
area of 6666.66 hectares (Figure 1). The Babol city is placed between the Caspian Sea and
Alborz mountains, at a distance of 15 km from the Caspian Sea and 210 km northeast of
Tehran. The elevation of the city was 2 meters below the mean sea level. The city was chosen
for this study, because of its steadily annual population growth rate of 7% as a result of
population growth and immigration from the rural. Urbanization had resulted in excessive
and unplanned construction, changes in the physical form of the city and its expansion in
different directions. Physical growth had led to numerous changes in urban built-up land and
suburban agricultural land use. Eventually, several major problems, such as adversity in
usage, urban environmental disorder and the vanishing of suburban agricultural lands into
urban land (e.g., residential or industrial) had taken place. The rise of the surface temperature
is among the adverse effects of changes in green space and agricultural land into urban built-
up land (Firozjaei et al. 2018a; Panah, Kiavarz Mogaddam, and Karimi Firozjaei 2017).
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Figure 1. The study area: (a) Location of the Babol city in Iran; (b) location of the study area
relative to the surrounding cities in the false color composite image (Shortwave Infrared, Near
infrared and Red bands) of the Landsat 8 OLI for 2017; (c) The false color composite image
(Shortwave Infrared, Near infrared and Red bands) of the Landsat 8 OLI for 2017 of the studied area
and the location of the air temperature recording devices.

3. Data and methods

The methodologies applied to achieve the current study objectives are presented in
Figure 2.

3.1. Data

Five Landsat images from 1985, 1992, 2001, 2008 and 2017 were acquired for this study.
They were chosen because the time intervals between the imaging years for climate
background were similar. The daily average of air temperature, relative humidity, wind
speed and solar radiation data for the days which related to the images date were
investigated (“www.mazmet.ir”). The results showed that climatic parameters did not
have high variation. In addition, the weather conditions showed that for at least 4 days


http://www.mazmet.ir

580 Q. Weng et al.

Satellite images
1985, 1992, 2001, 2008

L and 2017
1
Preprocessing and Preprocessing and Observed spatial and temporal
classified images calculated LST variation of SUHII
l — |
LST maps l l
g 1pected spa.tla.l aiie Spatial and temporal
l temporal variation of e |
. £ THIT variation rate of SUHII
Land cover maps St
Normalization l l
l Pearson’s chi-

square statistics faibe s ctropy

} }

Normalized LST maps

Extraction of built-up l
areas ) Degt;ee-of-zriefloan o Degree-of-sprawl of the
Classified LST gspd m' al Spatial and temporal
temporal variation of variation of SUHII
l SUHII
LST classification maps l
Goodness index for Spatial and temporal

variation of SUHII

Creation sectors in 8 different directions 1
— l Degree-of-goodness for Spatial and temporal
5 g ;
SUHI Index variation of SUHII

1 T bt

SUHII in times and different directions — Population variation rate ——»{ Stsa“tll‘svt‘:al
‘ Y
Air temperature  —» Stsaut;svt;;al — Correlation coefficients Correlation coefficients

Figure 2. The analytical procedures of the study.

before the selected imaging dates, there was no rainfall in the study city. Due to the
proximity of the study area to the sea, forests and mountains, the number of cloudy days
was high. All Landsat images of the region for the period 1985 to 2017 had been checked.
Spring was the most suitable season for selecting images to have the least variation in
climate parameters such as air temperature, relative humidity, cloudiness and wind speed.
The images were georeferenced in UTM coordinate system and located in zone 39N. The
downloaded data from the USGS included the highest quality Level-1 Precision Terrain
(L1TP) data which were considered suitable for time-series analysis. The geo-registration
was consistent and the root mean square error (RMSE) less than 12 meters (< 0.5 pixel)
(Moghaddam et al. 2018; Weng et al. 2019).
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Air and soil temperature data were acquired for free by the meteorological organiza-
tion of Mazandaran (“www.mazmet.ir”) for the weather station (see Figure 1). The
geographic location of the synoptic station was located in one pixel of the thermal band
of Landsat imagery (rescaled to 30 x 30m) with homogeneous land cover (grass). The
location was completely flat, outside the urban area.

The Moderate Resolution Imaging Spectroradiometer (MODIS) Atmospheric Profiles
products (MOD 07), containing the following features: (1) total-ozone burden; (2) atmo-
spheric stability; (3) temperature and moisture profiles; (4) and atmospheric water vapour,
were exploited to complete the input parameters, and estimation of LST maps from
satellite images. Because the MODO7 product did not exist for the years before 2000,
radiosonde data was used to calculate the LST to 1985 and 1992. Radiosonde had been
launched at the synoptic Station at a time close to the satellite overpass time for 14/05/
1985 and 18/06/1992, at 9:50 and 9:55 local time, respectively.

To complete the input parameters for the purpose of the evaluation of the LST maps,
LST product of MODIS (MOD 11) was also considered. The MOD 11 daily data are
retrieved at 1-km pixels by the generalized split-window algorithm. In the algorithm,
emissivity values in bands 31 and 32 were estimated from land cover classes, atmospheric
column water vapor and lower boundary air surface temperature were separated into
tractable sub-ranges for optimal retrieval. The product was comprised of LST, quality
assessment, observation time, view angles, and emissivity.

For the accuracy assessment and comparison of the UHI in different geographic
directions in 2017, a set of air temperature data recorded by 36 ground devices (Eletich
RC-5) at the time of satellite passes over study area were used. The geographic location of
each air temperature recording device in the study area is shown in Figure lc. The
locations of the devices were selected to have an even distribution along different
geographic directions. Four to five devices were located in any geographical direction.
More devices were located in the geographic directions with more built-ups. However, for
each geographic direction, there were at least two devices located in the built-up areas and
two devices in the suburban areas.

The devices were placed at a height of 2 meters from the ground to record air temperature.
These devices recorded temperature with precision of 0.5 °C in the range from 20 °C to 40 °C,
and precision 1 °C for temperatures outside the range (Weng et al. 2019). The locations of the
air temperature recorders in the study area were determined by using a mobile GPS device
with a planimetric error less than 6 meters. The utilized data are presented in Table 1.

3.2. Methods
3.2.1. Pre-processing and built-up land extraction

Atmosphere correction of satellite imagery was performed using FLAASH algorithm
(Cooley et al. 2002). This module employs the MODTRAN 6 model (Berk et al. 2014).
The classes of land cover in the study area were identified based on field observations
supported by the knowledge of the researchers about the area. These classes included
built-up land, agricultural land, green space, and bodies of water. By visual interpretation
of false color composite image (shortwave infrared, near infrared and red bands) of the
Landsat imagery, topographic maps and orthophoto for each year (1985, 1992, 2001, 2008
and 2017), training and validation data were carefully selected for these classes. For each
land cover class, more than 100 pixels were selected as a set of training and validation
samples for classification and evaluation of accuracy. Maximum likelihood (ML)
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Table 1. Data sets for this study.

Data type Satellite (sensor) Resolution, Scale Date Local Time overpass
Satellite images Landsat 5 TM 30 m 14/05/1985 10:08:12 (Day)
Satellite images Landsat 5 TM 30 m 18/06/1992 10:01:24 (Day)
Satellite images Landsat 7 ETM+ 30 m 03/06/2001 10:17:48 (Day)
Satellite images Landsat 5 TM 30 m 30/06/2008 10:15:34 (Day)
Satellite images Landsat 8 OLI/TIRS 30 m 06/05/2017 10:07:20 (Day)
Topographic map - 1:2000 1985-2017 -
Orthophoto 1:1000 1985-2017 -
Population map - - 1985-2017 -

Air temperature Weather station (during the satellite overpass) 1985-2017 -

Soil temperature Weather station (during the satellite overpass) 1985-2017 -
Climatic parameters Weather station (during the satellite overpass) 1985-2017 -

Water vapor (MOD 07) Terra (MODIS) 5000 m 2001-2017

LST (MOD 11) Terra (MODIS) 1000 m 2001-2017

Water vapor Weather station Ground-based atmospheric data 1985-1992

classifier was used to classify the images (Firozjaei et al. 2018a). After the image
classification process, accuracy assessment was performed through comparing with vali-
dation data selected for these classes from topographic map and orthophoto for each year,
separately. The Overall Accuracy (OA), kappa coefficient for land use maps and the user
and producer accuracy for the built-up land-cover class (Otukei and Blaschke 2010;
Moghaddam et al. 2015) were computed for each year. Finally, the area of each type of
land cover was extracted from classified images. The built-up land was extracted from all
classification maps. In order to recognize changes during the studied period, classified
images were compared in a GIS environment.

3.2.2. LST retrieval

A systematic methodology was required to estimate LST from the Landsat 5 TM, Landsat 7
ETM+ and Landsat 8 TIRS data. Because the thermal band 11 of Landsat 8 has a data bias in
the estimation of LST (Barsi et al. 2014), in this study, LST was estimated using the SC
method for band 10 of Landsat 8 TIRS. The DN (digital number) value of pixels was
converted into at-sensor spectral radiance (L) as a preparatory step for thermal image
processing. By the use of the inverted Planck’s Law with an assumption that the Earth’s
surface is a black body with an emissivity value equal to 1 (Li et al. 2011; Walawender et al.
2014), the at-sensor spectral radiance was converted to at-sensor brightness temperature (Ts).
For final LST retrieval, a single-channel (SC) LST estimation algorithm (Sobrino, Jiménez-
Muiioz, and Paolini 2004; Walawender et al. 2014) (Equation (1)) was applied.

1
LST =7y [g <w1Ls+wZ)+w3] +8 (1)

In this algorithm, ¢ is land surface emissivity (LSE), L is at-sensor spectral radiance, T
at-sensor brightness temperature and y and § are the Planck’s function-dependent para-
meters can be estimated through Equations (2) and (3) (Jiménez-Mufioz and Sobrino
2003; Jiménez-Muioz et al. 2014; Firozjaei et al. 2018a):
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Where ¢; (1.19104 x 108 W um * m st ') and ¢, (1.438773 x 10* um k) are the Planck’s
radiation constants and A stands for the effective wavelength of the thermal bands
(A = 11.457 for Landsat 5 TM, A = 11.270 for Landsat 7 ETM+ and A = 10.904 for
Landsat 8/TIRS B1).

Here, the applied SC algorithm was unique as it incorporated atmospheric correction
and considered different emission properties of the surfaces. y;, y,, and y; are the
atmospheric functions related to the water vapor content of the atmosphere. They can
be calculated by the use of Equations (4) and (5) (Jiménez-Mufioz and Sobrino 2003;
Jiménez-Mufioz et al. 2014; Firozjaei et al. 2018a):

v, = 0.14714w?—0.15583w + 1.1234
V= —1.1836w?—0.37607w — 0.52894 for TM and ETM 4
V3= —0.04554w>+1.8719w — 0.39071

v, = 0.04019w2+0.02916w + 1.01523
y,= —0.38333w2—1.50294w + 0.20324 for TIRS (5)
v, = 0.00918w2+1.36072w — 0.27514

The obtained water vapor data in this study were from the MODO7 water vapor data
product for 2001 to 2017 and from ground-based atmospheric radio sound data for 1985
and 1992.

A popular method for calculating LSE is the Normalized Difference Vegetation Index
(NDVI)-based method. This method was presented in (Sobrino and Raissouni 2000;
Sobrino et al. 2008; Jiménez-Munoz et al. 2014). In this method, LSE is obtained by
thresholding on NDVI and Fractional Vegetation Cover (FVC). To calculate NDVI,
Equation (6) was used (Tucker 1979).

NDVI — PNIR — PRed (6)
PNIR Yt PRed

Where pyr and pgeq are the ground reflectance of near- infrared and red bands. The
values of this index vary between —1 and + 1.
To calculate FVC, Equation (7) was used (Jiménez-Mufioz et al. 2014).

(™)

NDVI — NDVI; \ 2
FVC = ( S)

NDVIy — NDVIg

Where NDVIv is related to dense vegetation and NDVIs is related to dry soil. After
obtaining fractional vegetation cover, thermal bands of Landsat TM, ETM+ and TIRS and
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Equation (8) were used to calculate LSE (Jiménez-Mufioz et al. 2014; Sobrino et al. 2008;
Walawender et al. 2014; Firozjaei et al. 2018a).

FVC =0 LSE =a; + by preq

0 < FVC < 1LSE = g,FVC +¢5 (1 —FVC) +C;
FVC =1 LSE = &y +C;j

NDVI < 0 LSE = Emissivity Water

®)

where pp.q is reflectivity in the red band, a; and b, are channel dependent regression
coefficients, FVC is fractional vegetation cover, a and b are linear correlation coeffi-
cients between red band reflection with LSE, gy and ¢,; are the soil and vegetation
emissivity at wavelength A (extracted from the Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER) spectrum library) and C; is a term
which takes the cavity effect into account due to the surface roughness (C; = 0 for
flat surfaces) (Sobrino et al. 2008).

Finally, soil temperature was recorded at the meteorological station and the MOD11
product was used to evaluate the accuracy of the calculated LST. According to (Qin et al.
2011; Srivastava, Majumdar, and Bhattacharya 2009), if the difference between the
average LST calculated from Landsat and that obtained from the MODIS Product is
less than 2 °C, it indicates that the LST calculated with Landsat image is acceptable.

3.2.3. Normalized LST computation and classification

To further study the SUHI changes of the city in the time periods, a change detection
technique had to be applied to the five thermal infrared images. However, it was difficult
to compare these images directly using the LST computed in Section 3.2.2 due to the
climate background (soil humidity due to the month rainy, air temperature, wind circula-
tion, solar irradiation) partial difference between five images. To solve this problem,
a normalization technique and a surface urban heat island ratio index were used. The
SUHI study is usually focused on the spatial distribution patterns of relative temperature
difference. The climate background difference can only affect the absolute temperature
values but not affect the distribution pattern of the temperature. Therefore, normalization
to the five images with different climate backgrounds could rescale the radiant tempera-
ture to the same level between 0 and 1 and thus reduce the climate background difference.
By utilizing maximum and minimum temperature parameters, all images were normalized
using Equation (9) (Weng, Rajasekar, and Xuefei 2011):

LST; — LSTin
LST; = ——— > _min_
NS = T — LSTom 2

Where NLST; is the normalized land surface temperature of i pixel, LST; the land surface
temperature of i pixel, LST i, the minimum and LST .« the maximum LST value in an image.
By the use of the mean value and the standard deviation, normalized land surface
temperatures were classified into five temperature classes (Firozjaei et al. 2018a). In Table
4, Trean 18 the mean of NLST, and STD is the standard deviation value.
After classifying the NLST data for each image, the area value of each temperature
class was calculated, and changes in each temperature class area during the studied period
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were investigated. The major purpose of normalizing and then classifying surface tem-
perature data was to understand changes in the statistical distribution of temperature data
and through that diminish the SUHI changes.

3.2.4. SUHI intensity computation

For many cities, built-up growth rates in geographical directions is different (Dadras et al.
2015; Bhatta, Saraswati, and Bandyopadhyay 2010). Consequently, the trend of the SUHI
variations for the geographical directions in a time period is not the same. Therefore, the
computation of indices for analysing the SUHI variations in different cardinal directions
provided valuable information in urban planning.

The downtown was considered as the reference to define the main built-up region of the
city. After that, a large buffer was drawn around this point, so that the radius of the buffer to
include all pixels related to the built-up land at the time of last satellite imaging, i.e., on 06/05/
2017. This circular area was divided into geographic directions of north (N), south (S),
southeast (SE), southwest (SW), west (w), east (E), northeast (NE), northwest (NW)
(Dadras et al. 2015). The SUHII was then computed for various cardinal directions and in
different times. In order to analyse the changes in SUHII from 1985 to 2017, the surface urban
heat island ratio index was further used (Han-Qiu and Ben-Qing 2004). The SUHII was
calculated using Equation (10) (Xu and Chen 2003; Cao et al. 2008; Firozjaei et al. 2018a).

l n
SUHIl =—— W;P; 10
TN (10)

Weights are considered according to the class number and in the formula m is the classes’
number of the normalized temperature (according to Table 4: m = 5) and n is the number of
temperature classes that are higher than the average temperature (according to Table 4: n = 2).
Wi is the weight of temperature classes higher than the normal condition. The weight value
showed the LST classes which were higher than normal (the medium temperature class). The
weight of each class was equal to the row number of the class, for example the weight value of
class 4 (high temperature class) was 4 and the weight value of class 5 (very high temperature
class) was 5. Pi indicates the ratio of the areas with temperature classes higher than a normal
condition to the total area of the built-up areas (Firozjaei et al. 2018a). Actually, to calculate
this index, the area of the built-up lands located in the very high temperature class is much
more effective than the area of the built-up lands on the high temperature class and has
a higher weight. The value of this index varies from 0 to 1 (Xu and Chen 2003; Cao et al.
2008; Firozjaei et al. 2018a). If the total area of the built-up lands located in high and very high
temperature classes, the value of this index is 1, and if no area of built-up lands located in high
and very high temperature classes, then the index value will be 0.

For the accuracy assessment and comparison of the UHI in different geographic
directions in 06/05/2017, a set of air temperature data recorded by 36 ground devices at
the time of satellite passes was used. This assessment was carried out for a single date. In
the first step, the mean temperature for the urban and suburbs built-up land was calculated
for each geographic direction separately. In the next step, for each geographic direction,
the difference in the mean air temperature between the urban and suburbs built-up was
calculated. In the final step, the relationship between the mean air temperature of the
urban and that of the suburbs and the values of SUHII were analyzed for different
geographic directions.
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3.2.5. Evaluation of indices for analysing SUHI variations

The observed SUHII variation ratio value was calculated according to equation (11). To
calculate the observed variation ratio for a particular geographic direction, the SUHII
value for that direction in the second year (e.g. 2008) should be divided by the SUHII
value in the first year (e.g. 2001) for same direction and multiplied by 100. As a result, the
unit value was percent.

SUHII2 (secondyear)

Ob d SUHII variati tio =
serve variation ratio SUHII (firstyear)

100 (11)

If SUHI increases for a particular direction in the second year versus the first year, the
variation ratio value is greater than 100, and if the SUHI for a particular direction in
the second year is less than the first year, the variation ratio value will be less than 100.

e Difference between the observed and expected SUHII variation

Observed variation ought to be compared with expected variation to understand the
discrepancy. Table Al shows the observed SUHII variation in Babol city. From table
Al, the theoretical expected urban growth can be estimated by employing Equation (12).

Let the Table Al be called matrix R, each of the matrix elements illustrates R}jf, i=1,
2,3, ..., n (Matrix rows or particular directions) and j =1, 2, 3, ..., m (the matrix columns
or the particular time periods), R}, is the sum of rows i, R].SRJ? is column total, and

Re=>"", > R; (Dadras et al. 2015; Bhatta, Saraswati, and Bandyopadhyay 2010).
The expected SUHII variation for each variable was calculated by the products of
marginal totals, divided by the grand total.

R = RixR/R, (12)

e Shannon’s entropy index

The physical concept of entropy in a system represents the degree of order in that
system. In this study, the SUHII variation in cardinal directions and different time periods
was considered as a system. The entropy was used to determine the order of the SUHII
variation in different cardinal directions and time periods. If the entropy value of the
SUHII variation were high for a particular geographic direction, it would indicate the
irregular trend in SUHII variation for that particular geographic direction in the particular
time period. If the entropy of the SUHII variation were high for a specific time period, it
would represent an irregular trend in SUHII variation over that time period in different
cardinal directions. This index calculated the degree of stability in SUHII variation trend
for different cardinal directions and time intervals.

Shannon entropy has been used as a method to determine built-up growth pattern in
previous studies (Kumar, Pathan, and Bhanderi 2007; Li and Yeh 2004) and is used to
delineate the sprawl built-up growth value. In this study, Shannon’s entropy was calcu-
lated for each cardinal direction according to the SUHII variation using Equation (13):
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Hj= — > Pilog,(P;) (13)
i—1

Where P;P; is the proportion of the variable in the ith column (i.e., the SUHI variation
ratio in ith direction), and n the number of cardinal directions equal to 8.

The degree-of-sprawl of SUHII variation was computed by the value of Shannon’s
entropy. The value of Shannon’s entropy varied from 0 to Ln(n) . Whenever the
Shannon’s entropy value is closer to zero, it demonstrates the compressed distribution of
the SUHII variation values; a value close to Ln(n) indicates the sprawl distribution of the
SUHII variation values. High entropy values indicate the occurrence of extreme sprawl
SUHII variation. The Shannon’s entropy value of each time period was computed using the
following Equation (14) (Bhatta, Saraswati, and Bandyopadhyay 2010; Dadras et al. 2015).

Hi: —ZPjIOge (PJ) (14)
j=1

Where P;P; is the proportion of the variable in the jth column (i.e., the SUHI variation ratio
in j'™ period), and m the number of time periods (equal to 4).

The overall degree-of-sprawl of the SUHII variation values could be computed as
(Bhatta, Saraswati, and Bandyopadhyay 2010):

n m

H=-Y" 1 Pijlog, (P;) (15)

i=1 j=

Where Pj; is the proportion of the variable in the i™ row and the j™ column (ratio of the
SUHII variation in the j™ time period and i™ cardinal direction).

e Degree-of-freedom index

The degree-of-freedom of SUHII variation reflected the difference between the observed and
expected SUHII variation. The high degree of deviation indicated that the variable was
independent of other variables in the class (Bhatta 2009). Pearson’s chi-square statistics takes
into account the checking of freedom amongst pairs of variables chosen to explain the same
category of land-cover change (Almeida et al. 2005). The degree-of-freedom was determined
by performing chi-square test. It revealed the freedom or degree of deviation for the observed
SUHII variation over the expected. To compute the chi-square statistics in different time
periods, the following Equation (16) was used (Bhatta 2009).

Xi= Z (Ri—RF)*/RE (16)
i=1

Where ij is the degree-of-freedom for the j™ time period, R; is the observed SUHII
variation in the i row for a specified column, RF is the expected SUHII variation in the
i™ row for a specified column.

When replacing i (row) with j (column) and n (number of rows) with m (number of
columns) in Equation (16), we can set the degree-of-freedom for each cardinal direction
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(ij) separately. The overall degree-of-freedom of SUHII variation can be computed using
Equation (17) (Bhatta, Saraswati, and Bandyopadhyay 2010):

zn: Y (Rj RE (17)
j=1

The degree-of-freedom value indicated heterogeneity in SUHII variations. The chi-square
has a lower limit of 0, when the observed value exactly equals the expected value. Higher
overall freedom indicates lack of equal weightage and lack of consistency in planning
with the entire city in consideration. Higher degree-of-freedom for a cardinal direction is
an indication of unstable development within the cardinal direction with the change of
time. Higher degree-of-freedom for a time period can be considered as higher variability
in inter-cardinal direction in SUHIL.

e Degree-of-goodness index

Since chi-square (degree-of-freedom) and entropy (degree-of-sprawl) were different and in
some specific cases may contradict with one another, additional index was employed,
referring to as the degree-of-goodness of SUHII variation. The degree-of-freedom index
and the Shannon’s entropy were combined to produce this index (Dadras et al. 2015; Bhatta,
Saraswati, and Bandyopadhyay 2010). This index can be computed using Equation (18):

: ] (18)

Gi=log, | 577"
b (Hy/loge ()

Where G; is the degree-of-goodness of SUHII variation for the j™ time period, ij the
degree-of-freedom for the j™ time period, H; the entropy for the j"™ time period, and nn the
total number of cardinal directions. Replacing j with i and n with m in Equation (18) was
considered appropriate to calculate the degree-of-goodness of SUHII variation for each
cardinal direction. The overall degree-of-goodness will also be calculated using Equation
(19) (Bhatta, Saraswati, and Bandyopadhyay 2010):

1
X?(H/log,(m x n))

G = log, (19)

Where X? is the overall degree-of-freedom and H the overall degree-of-sprawl. The degree-of
-goodness is the result of a combination of degree-of-freedom and degree-of-sprawl. For this
reason, by computing this index can generally analyse the arrangement at SUHII variation and
the difference in observed and expected SUHII variations in spatial and temporal dimensions.

Finally, to analyse the SUHII variation in spatial and temporal dimensions of
Babol city from 1985 to 2017, degree-of-sprawl, and degree-of-freedom and degree-
of-goodness indices of SUHII variation were all computed. To investigate the effect of
population increase on SUHII variation in spatial and temporal dimensions, the
correlation coefficient between the population variation and the degree-of-goodness
index values was calculated for different time periods and cardinal directions.
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4. Results
4.1. Land cover classification result

The result of land cover classification for the utilized images are presented in Figure 3.
Generally, the city’s expansion led to the destruction of other land uses, especially agricultural
land.

The error matrix, overall accuracy, and kappa coefficient for each classified image and
the user and producer accuracy for the built-up land-cover class for each year were
calculated. The area of each class (built-up land, agricultural land, green space and
water) and the results of accuracy assessment in different dates are shown in Table 2.

According to Figure 3 and Table 2, agricultural land area had significantly been
changed over different dates and a decreasing trend could clearly be observed.
A total area of 740.52, 1132.92, and 5.49 hectares of agricultural land was changed
into built-up, green space, and water body areas, respectively. These changes of
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Figure 3. Land cover classification map in (a) 14/05/1985; (b) 18/06/1992; (c) 03/06/2001; (d) 30/
06/2008; () 06/05/2017.

Table 2. Accuracy of produced land cover maps (Percentage) and land area covered by each class
by date (Hectare).

Built- Green User_built-up  Producer _built- Kappa Overall
(dd/mm/yyyy) up  Agriculture  Space  Water (%) up (%) coefficient accuracy (%)
14/05/1985 12659  3773.6 1556.5 70.5 91.5 90.8 091 92.2
18/06/1992 16224 3537.6 1418.9 87.6 90.0 90.0 0.89 90.1
03/06/2001 1808.0  2997.9 1713.8  146.7 92.1 92.3 0.92 93.0
30/06/2008 22263 25825 1678.5  179.1 93.3 93.7 0.94 94.6

06/05/2017 2535.0  2023.7 1686.5 1213 91.2 90.8 0.91 91.8
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agricultural land were more obvious in the suburbs. In contrast, the green space
increased by 25 %, from 1556.55 to 1956.52 hectares. Citrus gardens resulted from
the changes in agriculture land were the main reason for green space increase in the
suburbs. However, the growth rate of green space land was lower than that of built-
up. Built-up land showed a substantial increasing trend from 18% in 14/05/1985 to
38% of the total area in 06/05/2017, which indicates an increase of 1269.14 hectares.

4.2. Land surface temperature

The single-channel (SC) LST estimation algorithm was implemented on satellite images in
order to estimate surface temperature maps for the region in time periods are shown
Figure 4. Biophysical characteristics of the studied area were very specific. The land use
surrounding of the city was agriculture and green space. The important characteristics of
these lands were the high amount of greenness and humidity. For this reason, the
difference between the surface temperatures of built-up lands and the green space and
agriculture surrounding the city during the daytime was very high.

To assess the accuracy of LST maps extracted from satellite images, soil temperature
from the weather station at the same time of the satellite overpass were considered. The
obtained soil temperature from the weather station and the LST acquired from the single-
channel algorithm are shown in Table 3. For more accurate assessment of the LST
Extracted from Landsat, the LST product (MODI11) of MODIS was used (Table 3).

MODIS was launched into Earth orbit by NASA in 1999 on board the Terra
(EOSAM) Satellite (Toller et al. 2003). For this reason, for the years 1985 and 1992,
the difference between the averages of LST obtained Landsat and MOD 11 is blank in
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Figure 4. LST map for each time period: (a) 14/05/1985; (b) 18/06/1992; (c) 03/06/2001; (d) 30/
06/2008; (e) 06/05/2017 (unit: Centigrade).
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Table 3. Comparison of observational LST and LST from satellite images (°C).

Day 14/05/1985 18/06/1992 03/06/2001 30/06/2008 06/05/2017
Observational LST (weather station) 21.3 22.3 229 29.1 31.5
Satellite derived LST (Landsat) 22.9 23.8 24.5 273 29.1
Average difference (Landsat-MOD11) - - 1.81 1.49 1.62
RMSE (Landsat- weather station) 1.80

Table 3. The difference between the averages LST obtained Landsat and MOD 11 and
RMSE between LST obtained Landsat and weather station was less than 1.82 °C. The
results of accuracy assessment confirmed the accuracy of the LST maps extracted from
satellite images (Qin et al. 2011; Srivastava, Majumdar, and Bhattacharya 2009).

4.3. Normalized land surface temperature classes

The NLST maps are presented in Figure 5. In each map, NLST was classified into five
classes using the mean value and the standard deviation.

High- and very high-temperature classes were located around the center of the city and main
roads that linked the city and the surrounding towns. The majority of suburbs were covered by
the medium-temperature class. The area of each class was calculated in the studied period.
Normalized LST values could provide temperature class and its changes were an objective
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Figure 5. The NLST classification map for (a) 14/05/1985; (b) 18/06/1992; (c) 03/06/2001; (d) 30/
06/2008; (e) 06/05/2017.
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Table 4. The area of the normalized LST classes (Hectare).

Medium

T;zmper ature Verv 1 Low temperature temperature High temperature Very high
class ery low temperature (| sqTp<T T.. _STD<T T,... +STD<T temperature
Class range (T < Tmean—1.5STD) ( “’i“T _4TD) (<“¥a“ LSTD) < (T "“e“';rl +STD) (T>Tean+1.5STD)
14/05/1985 114291 1947.69 2842.92 438.66 294.48
18/06/1992 1709.1 1426.95 2605.05 488.75 436.72
03/06/2001 1449.00 1332.27 2763.81 959.25 461.88
30/06/2008 1213.56 1333.71 2717.28 650.52 751.5
06/05/2017 968.23 1160.60 2840.80 825.38 871.56

comparison of the spatial distribution of the LST values extracting from images that were
captured under varied atmospheric, seasonal and illumination conditions (Firozjaei et al. 2018a).

According to Table 4, in all five dates, the medium-temperature class always pos-
sessed the maximum area. Along with a decrease in agricultural land, the area of low and
very low temperature classes decreased. In contrast, the high and very high-temperature
classes were increasing considerably as a result of built-up land cover expansion.
Furthermore, population growth, the development of industries, and numerous vehicles
in the city and crowded communication roads also contributed to the increase of the high-
and very high-temperature classes (Firozjaei et al. 2018a).

4.4. SUHI intensity changes analysis

To analyse SUHI intensity changes in the Babol city during the study period, the SUHII
index was used. The SUHII index values for 1985, 1992, 2001, 2008 and 2017 were
0.509, 0.516, 0.547, 0.571 and 0.635, respectively.

The increase of the heat island intensity showed a direct relationship to the population
growth with correlation coefficient is 0.90 and, thus, to the rise in the built-up land area.

4.4.1. Analysis of SUHII variation

Figure 6 shows the SUHII in different cardinal directions by date. The main reason for the
implementation of indices in different cardinal directions is increasing the efficiency of the
results for use in urban planning. According to Figure 6, the geographic direction of the
N had a high SUHII in all images whereas the W direction exhibited a low SUHII in the
observed periods.

For the accuracy assessment and comparison of the UHI in different geographic
directions in 06/05/2017, a set of air temperature data recorded by 36 ground devices
at the time of satellite passes was used. The correlation between the two parameters
is shown in Figure 7. The correlation coefficient for the cardinal directions
yielded 0.82.

Due to the direct relationship between surface temperature and air temperature (Benali
et al. 2012; Prihodko and Goward 1997; Vancutsem et al. 2010; Garcia-Cueto et al. 2007),
it can be concluded that the air temperature above built-up land is higher than air
temperature above agricultural lands and green spaces surrounding the city. This result
is consistent with Figure 7. As for the cardinal directions where SUHII is high, the amount
of UHI is also high at daytime. These two parameters at daytime have a direct and high
correlation with each other.
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Figure 6. SUHII values in different cardinal directions by day: (a) 14/05/1985; (b) 18/06/1992; (c)
03/06/2001; (d) 30/06/2008; (e) 06/05/2017.
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Figure 7. Correlation between air temperature heat island and SUHII.
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167.3

84.1

Figure 8. SUHII variation ratio of (a) 1985-1992; (b) 1992-2001; (c) 2001-2008; and (d)
2008-2017 (Percentage).

The SUHII variation ratio for the time period of 1985-1992, 19922001, 2001-2008,
and 2008-2017 was calculated in different cardinal directions (Table Al and Figure 8).

The results demonstrated that the SUHII variation changed in different periods and
cardinal directions. The W and SW directions had the highest and lowest SUHII variation,
respectively. The highest SUHII variation was found in the period from 1985 to 1992, and
the lowest in the period of 1992-2001. SUHII variation was reduced in period of
2008-2017 relative to period of 1985-1992.

The values for expected SUHII variation was summarized in Table 5.

Table 5. Values for expected SUHII variation (Percentage).

Period

Cardinal direction 1985-1992 1992-2001 2001-2008 2008-2017
N 114.9 96.4 100.1 106.8
NW 120.1 100.6 104.5 111.5
w 137.1 114.9 119.3 127.3
SW 118.5 99.3 103.1 110.1

S 129.1 108.2 112.3 119.9
SE 126.7 106.2 110.3 117.7

E 119.9 100.5 104.3 111.3

NE 128.3 107.6 111.7 119.2
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The difference between observed and expected SUHII variation was computed by
subtracting of the values of these two parameters (Table A2). Table A2 represents the
differences in SUHII variation for each direction in each period; in other words, these
values represented the degree of deviation of SUHII variations in the spatial and temporal
dimensions. Negative values indicated a lower variation, while positive values indicated
a variation higher than expected.

4.4.2. Shannon's entropy

Figure 9 shows the result of Shannon’s entropy in different time periods and cardinal
directions. The result indicated that among all periods, the period of 1985-1992 had the
lowest, while the period of 19922001 had the highest sprawl value in SUHII variation.
The result shows that the SUHII overall observed a high sprawl variation. The value of
entropy in most directions was greater than half of oflog_'Ln(m) (0.693) (m the number of
time periods equal to 4). If the entropy value was less than half of oflogy'Ln(m), it could
be said that the SUHII was not showing sprawl (Bhatta, Saraswati, and Bandyopadhyay
2010; Dadras et al. 2015). Instead, the SUHII observed a sprawl variation in all directions.
Shannon’s entropy value was very close to logy'Ln(m) (1.386) in all directions. High
entropy values indicated extreme sprawl SUHII variations.

The overall SUHII sprawl was calculated for specific time periods. The upper limit of
the overall sprawl was defined as of of logy'Ln(n) (3.465) (n the number of cardinal
directions equal to 8). The overall sprawl was 3.455, which was much higher than half of
the value of logl“™Ln(m X n) (1.732) (m x n = 32). Apparently, the SUHII possessed
a high sprawl over the period from 1985 to 2017.

4.4.3. Pearson’s chi-square

Figure 9 shows the degree-of-freedom in different time periods and different cardinal
directions.

The periods of 2001-2008 and 1992-2001 observed the highest and lowest degrees-of
-freedom, respectively (Figure 9¢). While the SW and W directions possessed the high
degree-of-freedom and the NW and S directions detected the low degree-of-freedom in
SUHII variation during all periods (Figure 9d The overall degree-of-freedom of SUHII
variation for time interval of 1985-2017 was 50.15. Generally, the degree-of-freedom was
extremely high. The high degree-of-freedom reflected the unstable SUHII variation during
the study period.

4.4.4. Degree-of-goodness

The results of entropy and degree-of-freedom were inconsistent in some of the cardinal
directions and time periods. For example, the period of 2001-2008 showed the lowest
amount of Shannon entropy and the highest degree-of-freedom. Similarly, the S cardinal
direction detected a high Shannon entropy value, but a lower degree-of-freedom. In this
study, the degree-of-goodness was therefore computed to examine consistently the SUHII
variation in geographic directions and different periods of time. The computational result
of the degree-of-goodness index is shown in Figure 9.

Positive values of degree-of-goodness index indicated the suitable SUHII variation,
whereas negative values the unsuitable. The unsuitable SUHII variation means that the
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Figure 9. The Shannon’s entropy in different time periods (al) and cardinal directions (b1); the
degree-of-freedom in different time periods (a2) and cardinal directions (b2) and the degree-of-
goodness of SUHII variation in different time periods (a3) and cardinal directions (b3).

SUHII variation for the study area has not been regular in time periods and different
geographic directions, or the SUHII variation has been heterogeneous in spatial and
temporal dimensions. The results showed that the SUHII did not have suitable variation
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Figure 10. Correlation between the population variation and the degree-of-goodness index in
different time periods (a) and cardinal directions (b).

in different periods. In many urban applications, (for example, urban planning) high
SUHII variation on different dates or cardinal directions is considered unsuitable. While
low SUHII variation are on different dates or cardinal directions is considered suitable.
Evaluating this index in different directions also indicated this point, but it was possible to
compare periods and different directions with each other. NW and SE directions had the
highest and lowest degree-of-goodness of SUHII variation, respectively (Figure 9f).
According to this index, the time periods of 1992-2001 and 2001-2008 had the highest
and the lowest degree-of-goodness SUHII variation, respectively (Figure 9¢)

Figure 10 indicates that there was a strong correlation between the population varia-
tion and the degree-of-goodness index in different time periods and cardinal directions.

The overall degree-of-goodness of SUHII variation of the study area was —3.91, which
indicated the overall degree-of-goodness of the SUHII variation was unsuitable. This means
that the SUHII variation had not been regular in time periods and different geographic
directions, or the SUHII variation had been heterogeneous in spatial and temporal dimensions.

5. Discussion

SUHII index uses the spatial distribution pattern of temperature classes in the region to
calculate the SUHII. Many indices for the analysis of the SUHI template only compute
one number for a whole study area. It should be noted that due to this disadvantage, in this
study, the SUHI was calculated with two global and local (on the scale of different
cardinal directions, Figure (6)) strategies. In this study, the SUHII was investigated at
the local scale in different geographic directions, while in most previous studies (Firozjaei
et al. 2018a; Haashemi et al. 2016; Zhou et al. 2011), SUHII was analyzed at the global
scale. To analyze the spatial changes of SUHI, consideration of both spatial and temporal
dimensions is vital. In this study, for assessing the SUHII variations trend, degree-of-
sprawl and degree-of-freedom indices were utilized. Batta et al. (2010) used chi-square
and Shannon entropy for determining the built up growth and sprawl; but the present work
showed how this model could be used to analyze the SUHII variation in spatial and
temporal dimensions. Since chi-square and Shannon entropy are different measures and
one may contradict other in some of the instances (Dadras et al. 2015), an additional index
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was employed, referring to as the degree-of-goodness of SUHII variation. In general,
degree-of-goodness index can help urban planners evaluate various urban planning
practices and programs implemented in different time periods and directions to assess
whether the implementation of a particular planning has a positive/negative impact on the
SUHII variation during a time period or geographic direction. Research results can
provide them with a wealth of useful information. Including:

(1) The change trend and spatial distribution of different temperature class’s informa-
tion is available for managers to management and decision making.

(2) The increase of the heat island intensity showed a direct relationship to the
population growth and thus, to the rise in the built-up land area. Planners and
urban managers need to pay attention to this critical issue.

(3) It helps managers to understand the SUHI effect and accordingly improve plan-
ning practices and programs.

(4) One of the most important results of the present study is the difference in the
SUHII variation trend in different cardinal directions for different time intervals.
The indices proposed provide the ability to analyze and compare SUHII variations
in spatial (cardinal directions) and temporal (time periods) dimensions. These
indices can be easily implemented for other regions and cities in the world.

Finally, whether or not a higher degree-of-goodness is an indication of sustainable
development may be debatable since it should be judged with the empirical evidences of
sustainability measures, but there is no doubt that a lower degree-of- freedom and lower
degree-of-sprawl is the general expectation. Since, the degree-of-goodness is estimated from
the products of these two variables, it is a direct measure of the goodness for SUHII variations.
Further analytical research would shed some light on the correlation between the degree-of-
goodness and sustainable SUHII variations. Although degree-of-goodness cannot be a direct
measure of sustainable development, it may be an indicator of sustainable development.

These indices were capable of considering both spatial and temporal dimensions of
SUHII simultaneously. Indices used in previous studies analyzed the SUHII variations in
spatial and temporal dimensions separately, but did not have the ability to consider both
two dimensions simultaneously. Further, in previous studies (Firozjaei et al. 2018a;
Haashemi et al. 2016; Panah, Kiavarz Mogaddam, and Karimi Firozjaei 2017), only the
decreasing or increasing trend of SUHII variations were evaluated in the whole studied
region or time period. The use of the proposed indices, based on statistical relationships,
makes it possible to examine the SUHII variations in both spatial and temporal dimen-
sions. The degree-of-goodness was therefore computed to examine consistently the SUHII
variation in geographic directions and different periods of time. The results indicated that
the spatial pattern of SUHII variations was non-symmetrical.

In order to achieve more practical results, it is suggested in future studies that these
indices be implemented in urban districts instead of geographic directions. In addition,
applying the results of the study in some predictive models can improve the accuracy of the
prediction of SUHII variations for the future. It would be better if some more images in
smaller temporal gaps could be considered in the analysis. Needless to say, the reliability of
statistical analysis increases with the increase in number of variables in consideration.
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6. Conclusions

The UHI is considered as one of the most important urban phenomena, which leads to many
negative effects. Analysis of SUHII variations improves the understanding of the effect of
urbanization on surface climate and subsequent urban planning. The objective of this study was
to present a new strategy based on the Shannon’s entropy and Pearson chi-square statistic to
study the spatial and temporal variations of the SUHII. The surface urban heat island ratio index
was used to calculate the surface urban heat island intensity. Chi-square and entropy indices
were used to analyse the SUHI variations. Degree-of-goodness was further been proposed as an
additional index to combine the chi-square and entropy as they indicated the spatial and
temporal variations of the SUHI. The results revealed that the SUHII increased significantly
in Babol city during the period from 1985 to 2017. The SUHII variation varied with geographic
direction and time period. The SUHII variation of Babol city showed a high degree-of-freedom,
high degree-of-sprawl and negative degree-of-goodness over the time periods. The use of field
data, including surface temperature recorded at the weather stations, air temperatures recorded
by ground recording devices, topographic and demographic maps, confirmed the performance
of the proposed method and the accuracy of the results. These indices were capable of
considering both spatial and temporal dimensions of SUHII simultaneously. A limitation of
these indices is the level of complexity compared with the previous methods for analysis of
SUHII variations. It should be noted that this complexity is entirely for increasing the accuracy
and efficiency of the results. Finally, this research provided some important insights into SUHII
variations in different geographic directions and time periods, which can be used to optimize
urban planning in the future.
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Appendix 1

Table A1. SUHII variation ratio of (a) 1985-1992; (b) 1992-2001; (c) 2001-2008; and (d)
2008-2017 (Percentage).

period

Cardinal direction 1985-1992 1992-2001 2001-2008 2008-2017
N 106.0 113.4 95.1 103.6
NW 130.2 103.7 88.1 114.6
W 167.3 102.4 98.5 130.4
SW 98.3 84.1 114.5 134.1

S 113.6 1144 112.0 129.4
SE 123.3 104.5 135.1 98.1

E 113.6 102.5 120.5 95.2
NE 137.9 108.8 101.7 118.4

Table A2. Difference between the observed and expected SUHII variation ratio (Percentage).

period

Cardinal direction 1985-1992 1992-2001 2001-2008 2008-2017
N —8.9 17.1 -4.9 -3.1
NE 10.2 3.1 -16.3 3.1

E 30.2 -12.5 -20.8 3.1
SE —20.1 -15.2 11.4 23.9

S -15.4 6.2 -0.3 9.5
SW -34 -1.7 24.8 -19.6
W 2.1 1.9 16.2 —16.1

NW 9.5 1.2 -9.9 —0.8
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